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Abstract

Data-centric Al approach aims to enhance the
model performance without modifying the model
and has been shown to impact model performance
positively. While recent attention has been given
to data-centric Al based on synthetic data, due to
its potential for performance improvement, data-
centric Al has long been exclusively validated us-
ing real-world data and publicly available bench-
mark datasets. In respect of this, data-centric Al
still highly depends on real-world data, and the
verification of models using synthetic data has
not yet been thoroughly carried out. Given the
challenges above, we ask the question: “Does
data quality control (noise injection and balanced
data), a data-centric AI methodology acclaimed
to have a positive impact, exhibit the same posi-
tive impact in models trained solely with synthetic
data?” To address this question, we conducted
comparative analyses between models trained on
synthetic and real-world data based on grammati-
cal error correction (GEC) task. Our experimental
results reveal that the data quality control method
has a positive impact on models trained with real-
world data, as previously reported in existing stud-
ies, while a negative impact is observed in models
trained solely on synthetic data.

1. Introduction

Data-centric Al research has been actively conducted in
natural language processing (NLP) to improve model per-
formance without the need for significant cost and model
modification. Several data-centric Al methods have been de-
veloped to achieve this goal, such as data management (Choi
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& Park}|2023)), data filtering (Koehn et al.||2020)), noise injec-
tion (perturbation) (Sarp et al., 2021} |Partovyan et al., 2018)),
and data augmentation (Shorten & Khoshgoftaar, |2019).
Among these methods, the use of synthetic data (Nikolenko}
2019) has gained increasing interest with the development of
the large language models (LLMs), such as GPT3 (Brown
et al} [2020), ChatGPT[} and LaMDA (Thoppilan et al.,
2022), These LLMs have demonstrated the potential for
generating high-quality synthetic data (Chen et al.| 2023;
Wang et al.,|2021) and the possibility of replacing the need
for human-annotated data with synthetic data.

However, we raise questions on the validity of prior re-
search in data-centric Al, which has been shown to im-
pact model performance positively. Existing data-centric
Al studies have basically been conducted based on human-
annotated data or publicly open data. Still, validation of
models using only synthetic data has not been sufficiently
conducted (Polyzotis & Zaharia, 2021; Mazumder et al.,
2022).

In the data-centric Al research, studies have focused on
efficient methods of generating synthetic data (Park et al.|
2021a) and human-like data (Moon et al.,|[2022)). However,
there has been limited validation of model performance im-
provement through data quality control using fully synthetic
data. This paper analyzes whether a model trained only on
synthetic data rather than human-annotated data can still
demonstrate a positive impact in a data-centric approach.

To do this, we employ the grammatical error correction
(GEQC) task as it is one of the closely related tasks to the
real-world. We conduct experiments on the GEC task us-
ing two models: (1) a BackTranscription (BTS) (Park et al.|
2021b)-based GEC model, which is a synthetic data gener-
ation method proposed in recent speech recognition post-
processing, and (2) a GEC model for learning from real-
world data (Park et al.| [2020). To analyze the impact of data
quality control on performance, we apply methods such as
noise injection (Ivanovs et al., 202 1)) and balanced data (Park
et al., [2022a; |Chen et al.,|2021) to both models and compare
their results.
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Correct sentence

upul 1Y o] g8 4 gubar
(Can I also use a barbecue grill?)

Example of separation error

bobo 1 1YE o8 4 ke
(Can T also use abarb e cue grill?)

Example of vowel alteration error

ululF 12 o &3 4 9Lta?
(Can I alsa use a barbecue grill?)

Example of pronunciation error

uhulF 1 o 83 5 olLka?
(Canai also use a barbecue grill?)

Example of punctuation attachment errors

spu| 1R ol §3 4 e
(Can I also. use a barbecue grill?)

Example of loanword error

ujul 15 o] 88 4 glitke?
(Can I also use a bebecue grill?)

Example of neologism error

BpHl 19 OMEE 4 ALER?
(Can 1 also use a barbecue grill?)

Table 1. Example of noise injection according to noise type.

Moreover, there have been studies on the effectiveness of
synthetic data based on self-supervised learning (Ng et al.}
2020; Ruiter et al., 2021} |Gan et al., 2021). Also, through
the scaling law that examines the performance of models
based on the size of the dataset, it has been demonstrated
to be highly effective to use data generated by models that
increase the amount of data geometrically concerning the
size of the dataset (Jaiswal et al., 2020; [Raghunathan, |2021}
Kaplan et al., [2020). In respect of this, we aim to revisit the
synthetic data research.

2. Design for Revisiting the impact of
Synthetic Data

We raise the following question to revisit the impact of syn-
thetic data— “Does the data quality control manifest the
same positive impact in models trained only on synthetic
data?”. To validate this question, we design the experiments
from two different perspectives. We investigate the follow-
ing questions through comparative analyses between the
performance of the models trained on synthetic and real-
world data.

* How does the strength of noise injection impact the
model performance?

To address this question, we propose employing the noise
injection method, more specifically perturbation, which is
representative of the data quality control method, to assess
the performance between synthetic and real-world data.

For the perturbation of synthetic data BTS, six types
of noise—i.e. separation, vowel alteration, pronunciation,
punctuation attachment, loanword, and neologism errors—
are applied to the source sentence. The separation error

refers to the case where the consonant and vowels of a char-
acter are separated. The vowel alteration error is where the
vowel of a character is replaced with a different vowel. The
pronunciation error indicates a case where a character is
altered by pronunciation. The punctuation attachment error
refers to a case where punctuation is attached in an unneces-
sary position within a sentence. The loanword conversion
error deals with cases where part of a character is converted
into English. The neologism error refers to a case where the
character is altered using grammar not included in the exist-
ing grammatical system. See detailed examples in Table I

Regarding perturbation for real-world data Lang-8, the same
correct sentence pair is inserted into the source and target
sentences. Due to the characteristics of the GEC task, the
source sentence already contains errors, so it is considered
noise to insert clean data into the source sentence, which
should have noise that is opposed to the characteristics of
the data.

Subsequently, the performance comparison between the
baseline model trained on data without noise injection and
the noised model trained on data with perturbation is con-
ducted to examine the impact of noise injection on the model
concerning synthetic and real-world data. Specifically, we
conduct the experiment according to the strength of noise
injection ranging from 0.1 to 1.0. Noise is inserted based on
the ratio of noise set at the word level for each sentence. For
example, if the noise ratio is 1.0, the noise will occur in all
words within each sentence.

* How does the ratio of noised and cleaned text batches
impact the model performance?

The aim is to obtain answers to the question by comparing
the performance of synthetic data and real-world data by ap-
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Figure 1. Experimental results of noise injection. (a) is the result of inserting noise into real-world data. (b) is the result of inserting noise
into synthetic data. Note that the x-axis indicates the strength of noise injection.

plying the balanced data method. The balanced data method
is a method of training by intentionally giving appropri-
ate ratios to noise and clean data. That is, when forming
batches during training, data with different features is com-
posed based on the pre-set ratios, and the training method
is performed based on these ratios |Park et al.|(2022a). The
performance experiment of the balance between clean and
noisy data is conducted with five different ratios of synthetic
and real-world data—35:5, 4:6, 3:7, 2:8, and 1:9. The compar-
ison of the performance between the baseline model without
any operations and the model trained with balanced data
method is then carried out to analyze the impact of the ratio
of noise and clean on the performance of the only synthetic
and real-world data-based models.

3. Experimental Settings

Real-world & Synthetic Data We use the Lang-8
dataseﬂ as our real-world data, a fully human-annotated
corpus. The data settings are consistent with those used by
Park et al.| (2020).

We generate synthesized datasets fitting for the GEC task
from the above datasets (AI-HUB, TED) using BTS (Park
et al.,2021b). BTS combines text-to-speech (TTS) technol-
ogy and speech-to-text (STT) technology to generate GEC
task synthesized data for speech recognition post-processor.
Although BTS cannot represent synthetic data, BTS is a
simple and efficient methodology for generating synthetic
data. Thus, we use it for experiments. As raw data for gen-
erating BTS-based synthetic data, we use AI-HUB (Park
et al.l |2022b), which are representative Korean data plat-

https://lang-8.com/

forms, and TED Korean dataseﬂ the same as existing BTS
work. In addition, since the existing BTS research was also
conducted in Korean, this experiment also performs based
on Korean for a fair evaluation.

Table [2] shows the specific data statistics used in the exper-
iment. We use 92,000 sentences from AI-HUB data and
119,883 sentences from TED’s Korean Transcript data to
generate BTS-based synthetic data followed by |Park et al.
(2020)’s method. These data are used as raw data for BTS,
transformation into speech using TTS, and outputting the
converted result as text using STT.

Dataset Train Test Type of data

Lang-8 1,075,513 631 real-world

AI-HUB 92,000 3,000 synthetic(BTS based)
TED 119,883 3,000 synthetic(BTS based)

Table 2. Statistics on the number of sentences according to real-
world and synthetic data.

Implementation Details We train the models using the
vanilla Transformer (Vaswani et al.,[2017) and set the same
for hyperparameters. Fairseq (Ott et al.l |2019) is used for
the implementation. For subword tokenization, we utilize
SentencePiece (Kudo & Richardson, 2018) and set the
vocabulary size to 50,000. We evaluate the Lang-8-based
real-world model and the BTS-based synthetic data model
as GLEU (Napoles et al., 2015)) and BLEU (Papineni et al.,
2002), respectively. These are the same metrics as previous
GEC and BTS papers.

3https ://www.ted.com/talks?language=ko
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Figure 2. Experimental results of balanced data. (a) is the balanced data result between noise and clean data in real-world data. (b) is the
balanced data result between noise and clean data in synthetic data. Note that the x-axis indicates the ratio as (clean:noise).

4. Experimental Results
4.1. Results of Question 1: Noise Injection

Figure|l|shows the results of applying noise injection (per-
turbation) methods. Baseline for the real-world data (a) is
55.60. The performance tends to improve when injecting
noise. Mainly, the 0.4 noise ratio result obtains a substan-
tial gain of +2.44 to 58.04. Meanwhile, (b) indicates the
experimental results of synthetic data on AI-HUB and TED
datasets.

We denote the probability of noise being injected into a
token in a sentence as the noise injection ratio. The base-
lines of AI-HUB and TED report 65.69 and 56.14, respec-
tively, and models learned with the data subject to noise
injection show performance degradation in most cases. A
marginal performance gain is recorded when the noise ratio
of the TED dataset is 0.2; rather, the overall performance
decreased except for this case. The results demonstrate that
data quality control through noise injection, which is known
to impact performance in many studies positively, has a
negative impact when training a model using only synthetic
data.

These results starkly contrast with the experimental results
using models trained entirely of real-world data, highlight-
ing our conclusion of the negative impact of the noise injec-
tion on the synthetic data. Namely, we recommend applying
synthetic data after extensively verifying whether the data-
centric AI methods are effective in a synthetic data-only
setting.

4.2. Results of Question 2: Balanced Data

The experimental results of applying balanced data methods
are described in Figure[2| As mentioned, we combine clean
and noise data with a five ratio. The noise injection ratio on
the noisy data is 1.0, the highest noise for Section [d.1]

(a) is the experimental results for real-world data. Contrary
to the synthetic data, all cases perform better than the base-
line. The performance on the ratio of 1:9 is 58.84, show-
ing a gain of 3.24 points from the baseline. As previously
demonstrated, we confirm that leveraging data quality con-
trol techniques to real data positively impacts the model.

(b) is the result of the model training with synthetic data by
intentionally giving ratios to clean and noise. As a result, the
model learned with synthetic data performs worse than the
baseline in all ratios. In particular, as the ratio of noise data
increases, performance tends to deteriorate. Experimental
results show a negative effect overall, and we analyze that
data quality control is less effective in model training in an
environment consisting only of synthetic data.

We conclude that data quality control positively affects real-
world data-based models but does not always guarantee
a positive effect in an environment consisting entirely of
synthetic data. This implies that real-world and synthetic
data have distinctly contrasting characteristics and should be
treated differently. We argue that beyond effective synthetic
data generation, which is the focus of the data-centric Al,
data quality control methods should be inspected to ensure
that models leveraging synthetic data produce sufficient
performance.
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5. Conclusion and Future Work

In this work, we address the research question of “Is the
data quality control, a data-centric AI methodology known
to have a positive effect, still observed to have a positive
impact when the models are trained only using synthetic
data?” by performing experiments and evaluating the re-
sults. Our experiments reveal that while the conventional
data-centric approach positively impacted real-world data,
models trained solely on synthetic data showed a negative
impact. This demonstrates that data-centric methodologies
do not necessarily guarantee positive effects, dependent on
the characteristics of the data. Based on the results, it was
found that sufficient evaluation of data-centric methods in
synthetic data environments is needed. The experimental re-
sults cannot be generalized since the experiment was limited
to the GEC task and not all data-centric AI methodologies
were tested. However, a clearly defined research question
was addressed, and insightful results were obtained through
a structured comparison. In future work, we aim to further
analyze the characteristics of synthetic data environments
by implementing data-centric approaches other than noise
injection and balanced data.
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